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ABSTRACT
Data is becoming a commodity of tremendous value for many do-
mains. This is leading to a rapid increase in the number of data
sources and public access data services, such as cloud-based data
markets and data portals, that facilitate the collection, publishing
and trading of data. Data sources typically exhibit wide variety
and heterogeneity in the types or schemas of the data they pro-
vide, their quality, and the fees they charge for accessing their data.
Users who want to build upon such publicly available data, must (i)
discover sources that are relevant to their applications, (ii) identify
sources that collectively satisfy the quality and budget requirements
of their applications, with few effective clues about the quality of
the sources, and (iii) repeatedly invest many person-hours in assess-
ing the eventual usefulness of data sources. All three steps require
investigating the content of the sources manually, integrating them
and evaluating the actual benefit of the integration result for a de-
sired application. Unfortunately, when the number of data sources
is large, humans have a limited capability of reasoning about the ac-
tual quality of sources and the trade-offs between the benefits and
costs of acquiring and integrating sources. In this paper we explore
the problems of automatically appraising the quality of data sources
and identifying the most valuable sources for diverse applications.
We introduce our vision for a new data source management sys-
tem that automatically assesses the quality of data sources based on
a collection of rigorous data quality metrics and enables the auto-
mated and interactive discovery of valuable sources for user appli-
cations. We argue that the proposed system can dramatically sim-
plify the Discover-Appraise-Evaluate interaction loop that many
users follow today to discover sources for their applications.

1. INTRODUCTION
In the last few years, the number of data sources available for in-

tegration and analysis has increased many-fold because of the ease
of publishing data on the Web, the proliferation of services that
facilitate the collection and sharing of data (e.g., Google Fusion
Tables [17]), and the adoption of open data access policies both in
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science and government. This deluge of data has enabled small and
medium enterprises as well as data scientists and analysts (e.g., po-
litical or business analysts) to acquire and integrate data from mul-
tiple data sources. Although much of the data is freely available,
the number of data sources that charge monetary fees for access is
rapidly increasing, a trend that is expected to continue as data is
further commoditized [4, 32].

Given the high number of available data sources and the fact that
acquiring data may involve a monetary cost, it is challenging for
a user to identify sources that are truly beneficial to her applica-
tion. In fact, sources may provide erroneous or stale data [11, 23],
they may provide duplicate data at different prices, and may exhibit
significant heterogeneity in the representation of stored data, both
at the schema and the instance level [7, 23, 9]. After choosing a
set of sources to use, a substantial effort must be spent in cleaning
the sources, extracting structured information from them (for un-
structured sources), constructing schema mappings, resolving en-
tity references, and setting up the overall integration pipeline for
continuous ingest; hence the initial selection of sources becomes
even more important. The above give rise to the natural question
of how can one discover valuable sources, i.e., sources that max-
imize the user’s benefit at the minimum cost. Recent work [12,
29] showed how, given a fixed data domain, the benefit of integra-
tion can be quantified using rigorous data quality metrics, such as
coverage, accuracy and freshness, and introduced the paradigm of
source selection to reason about the benefits and costs of acquir-
ing and integrating data from static and dynamic sources. This line
of work showed how one can identify the set of sources that can
maximize the marginal gain for a predefined benefit function using
a fixed quality metric or a fixed weighting scheme across different
quality metrics. However, the proposed techniques are not suffi-
cient for general users.

First, the data quality metrics used to quantify the benefit of in-
tegration are complex and it is not easy, especially for common
users, to understand the trade-offs between these metrics. Having
a fixed and predefined weighting mechanism among different qual-
ity metrics does not allow the user to understand the implications
of the quality trade-offs for source selection and identify the set of
sources that truly fits her requirements. We illustrate this using the
following example inspired by recent work by Schutte et al. [30].

EXAMPLE 1. Consider a political scientist who wants to find
data providing supporting evidence for a new theory on causal re-
lationships between interactions among different actors (including
individuals, international organizations or countries) at a specific
location. Such interactions are usually reported in newspapers,
thus, our system should allow the political scientist to discover
the newspapers whose news articles will provide her with sufficient



data either supporting or contradicting her theory. The complete-
ness (i.e., coverage) and accuracy of data are important here but
the freshness of data is not so crucial as delayed mentions of ac-
tor interactions will not affect the evidence provided by the data.
While this distinction between coverage and freshness is clear, i.e.,
the scientist may require that freshness is completely ignored, the
correct trade-off between accuracy and coverage is not well known
in advance. In fact demanding only highly accurate data may limit
the coverage of events significantly, thus, the user should have the
flexibility to explore and understand the trade-off between accuracy
and coverage.

Second, the existing source selection techniques do not allow the
user to evaluate the result returned by the system. The current tech-
niques focus on finding a single set of sources that maximizes the
marginal gain between the benefit and cost of integration given a
budget constraint by the user, and report the overall quality and
cost characteristics to the user. This does not allow the user to
understand the individual quality and cost contribution of each se-
lected source to the final result. Providing this information and
enabling the user to interactively explore how the source selection
solution will be affected by adding or removing sources is neces-
sary to evaluate the solutions returned by the source management
system. Finally, previous techniques focus on fixed domains and do
not support source selection for arbitrary applications in multi-user
environments with diverse tasks.

In this paper, we introduce our vision for a data source man-
agement system that enables users to discover the most valuable
data sources for their applications. We present how such a system
can support the interactive exploration of different sets of sources,
allowing the user to truly understand the quality and cost trade-
off between different integration options. To enable the latter, we
show how one can augment traditional knowledge bases with a
correspondence graph to reason about the content and quality of
data sources. We also extend the paradigm of source selection to
a multi-objective optimization problem that allows users to make
optimal decisions in the presence of trade-offs between conflicting
objectives (e.g., different data quality or budget requirements).

The remainder of the paper is organized as follows. In Section 2
we provide an overview of the architecture of a data source man-
agement system, the key functionalities it should support and dis-
cuss the main challenges in building such a system. In Section 3
we present our proposed data source management system, intro-
duce the different modules of the system and propose techniques
for addressing the aforementioned challenges. Section 4 presents
a demonstration outline of our prototype data source management
system. Finally, Section 5 discusses related work and Section 6
concludes the paper.

2. DATA SOURCE MANAGEMENT
In this section we provide an overview of our proposed data

source management system, and discuss the key functionalities such
a system needs to support. Furthermore, we present the key chal-
lenges in supporting each of these functionalities.

2.1 System Overview
We envision a data source management system following the ar-

chitecture shown in Figure 1. The system is composed of (i) a data
extraction module, (ii) a source analysis engine and (iii) a query en-
gine. The basic operations of a data source management system can
be divided into an offline phase and an online phase. During the of-
fline phase, the data extraction module is responsible for extracting
and storing raw data from different data sources. Then, the source
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Figure 1: Data Source Management System Architecture.

analysis engine analyzes this raw data to identify the content of
sources, evaluates their quality with respect to a collection of data
quality metrics and constructs an index describing both the content
and the quality of each source. This index will be used during the
online phase when a user interacts with the system and discovers
the most valuable sources for her application. The aforementioned
operations may be performed once, if the sources are static, or re-
peatedly over time, if the sources are dynamic and their content
changes. During the online phase, a user gives a description of her
requirements as input to the query engine which detects the most
valuable sources using source selection. Typically a user would
start by providing the following information: (i) a free-text descrip-
tion of the task corresponding to a collection of mentions to either
abstract concepts (e.g., “commerce treaties”) or specific instances,
such as locations, organizations, people and items, (ii) a selection
of relevant data quality metrics from a list of supported metrics, and
(iii) a desired budget characterizing the amount of money the user
can afford for acquiring data. Given these specifications, the query
engine should perform the following operations:

1. Discover. The system should automatically determine which
sources are relevant to the task by mapping the content of the
task description to the content of sources.

2. Appraise. After discovering the relevant sources, the sys-
tem should automatically find subsets of sources that, if inte-
grated together, maximize the integration quality under the
budget requirements of the user. If available, the system
should identify multiple solutions that correspond to differ-
ent trade-offs among different quality metrics.

3. Evaluate. The solutions discovered in the previous phase
should be presented to the user together with a concise de-
scription of their quality characteristics as well as a descrip-
tion of the data sources included in each of them. Moreover,
the user should be able to interactively explore the returned
solutions either by removing sources from a recommended
solution or by examining solutions with similar characteris-
tics that contain different sources. The latter enables the user
to identify the solution that is best suited for her task.

2.2 Challenges
We now discuss the main challenges in each of the operations

presented above.

2.2.1 Analyzing the Content of Sources
The first challenge is analyzing the content of diverse data sources

and being able to identify the data domain of each source. This is
necessary for a multi-user environment where users with varying
requirements interact with the system. The data source manage-
ment system has to deal with a variety of diverse datasets rang-



ing from a structured Web table providing financial data to an un-
structured news article extracted from a newspaper. Therefore, a
data source management system should be able to reason about the
semantic content of different types of data ranging from tables to
DOM trees to free-text. Through that, the data source management
system can enhance the source content with semantic annotations;
specifically, the data provided by the source can be viewed as a col-
lection of extracted data entries, each associated with specific enti-
ties or entity types (also called concepts). Data entries from sources
can often be noisy (i.e., have missing or erroneous information).
Moreover, data entries from different sources may correspond to
the same latent data entries. Notice that only partial information is
known for these latent data entries via observations provided by the
sources. We refer to these latent data entries as world data entries.

Accessing the entire source content to do such annotations may
not be possible for all sources as many require a monetary fee for
accessing their data. Nevertheless, there are many cases where
sources offer free samples or limited-transaction access to their
content. This raises further challenges, such as how can one ob-
tain a comprehensive view of the different concepts covered by a
data source, how often should one obtain and analyze content sam-
ples to identify the rate of change for a source and how can one
determine the right sample size to detect the source’s focus.

2.2.2 Data Source Quality Metrics
The second challenge is determining the quality of data. Al-

though it is possible to talk about the quality of a data source by
itself, it is more natural, useful, and accurate to talk about the qual-
ity of a source with respect to some specific context. For example,
“ESPN” is a high coverage source for “sports in the USA” but has
zero coverage for politics. To formalize the notion of context we
introduce the concept of a context cluster (c-cluster). A c-cluster
defines the data domain that corresponds to the content of sources
and is specified by as a conjunction of a set of entities and a set of
entity types. For example, the entity type set and entity set corre-
sponding to the c-cluster “Sports in the USA" are {Sports} and
{USA}, respectively. In the remainder of the paper we will refer
to the set of entities and set of entity types of a c-cluster as the
domain of the c-cluster. We point out that a c-cluster with a non-
empty set of entity types can be decomposed to more specific data
domain points by considering the instances of the entity types as-
sociated with it. For example, “Sports in the USA" can be further
decomposed to “Baseball in the USA", “Basketball in the USA",
etc. Finally, we define the content of a c-cluster as the set of world
data entries associated with the domain of the c-cluster. To measure
the quality of a data source with respect to a c-cluster, one needs to
compare the data records provided by the source to the world data
entries contained in that c-cluster. A source may provide data en-
tries from multiple c-clusters, and thus, it can have multiple quality
profiles corresponding to different c-clusters, allowing us to capture
the quality of the source more faithfully, at a fine granularity.

Traditionally, the quality of data sources has been measured us-
ing the percentage of data and the amount of erroneous information
provided by the source. In the last decade, however, there has been
a growing interest in defining diverse metrics to assess the quality
of data [27]. Nevertheless, most of these metrics are hard to quan-
tify and measure for arbitrary datasets. Next, we focus on a col-
lection of data quality metrics that can be expressed as probability
distributions and hence admit rigorous definitions. The following
list extends metrics introduced in our recent work [12, 29].

Let C be a context cluster, C.D be the domain corresponding to C
and C.O be the set of all world data entries contained in C. Notice
that C.O is not fully known but only partial information is available

for the content of this c-cluster via the data sources. We assume that
each entry e ∈ C.O has a set of attribute values denoted by e.A. For
example, these attributes may correspond to a location or an orga-
nization or a time point. Moreover, we assume that both the entries
in C.O and their attribute values may change over time. Next, we
define a collection of quality metrics for arbitrary sets of sources
generalizing the case of a single source. Given a set of sources S̄
that provide entries contained in a c-cluster C and an integration
model F we have FC(S̄) ⊆ C.O, where FC(S̄) denotes the set
of data records that are related to C, extracted after integrating all
sources in S̄. Using this notation we have the following metrics:
Coverage. The coverage of S̄ with respect to C can be defined
as the probability that a data entry e chosen at random from C.O
will be present in FC(S̄). We do not consider the correctness of
attributes of the entry e when computing coverage. In case the
domain of c-cluster C is specified by a collection of entity types,
and thus, incorporates multiple points, one can extend this defini-
tion of coverage to a more generic probability distribution over the
different domain points included in C. This distribution will corre-
spond to a multinomial distribution over all domain points where
the probability value for each point is computed similarly to the
overall coverage for C.
Accuracy. The accuracy of S̄ with respect to C corresponds to
the probability that a data entry chosen from FC(S̄) is correct with
respect to C.O. The latter means that the entry must be present
in C.O and all its attributes mentioned in FC(S̄) should have the
correct values. This definition of accuracy is equivalent to the tra-
ditional definition of accuracy focusing on erroneous values [12]
and the metric of freshness (i.e., the percentage of up-to-date data
in a source) focusing on stale data [29]. Similarly to coverage, if
the domain of C contains multiple points, one can extend accuracy
to a probability distribution over those.
Timeliness. The timeliness of S̄ with respect to C can be defined
as a cumulative probability distribution over a random variable t
indicating the time duration after a change event happened in C.O.
Timeliness takes values in [0, 1] for t ∈ R+ and measures the prob-
ability of a change being captured in FC(S̄) with a delay of t time
units. Higher timeliness values for smaller values of t correspond
to sources that get updated more frequently. A per-domain-point
timeliness distribution can be defined for each domain point in C.D.
Position bias. The position bias of S̄ with respect to C measures
how positive or negative the sentiments of S̄ are towards entities
contained in the domain C.D of the c-cluster. Let V denote a dis-
cretization of the possible sentiments (e.g., positive, negative, neu-
tral). Given V , the position bias can be defined as a collection of
|V | conditional probability distributions over elements of the entity
set of C given they are covered by S̄. Given a sentiment v ∈ V ,
the probability value for v (e.g., positive) corresponds to the prob-
ability that S̄ has sentiment v towards the data entries correspond-
ing to C.O and FC(S̄). The sentiment of S̄ for a single data en-
try e ∈ FC(S̄) can be extracted using standard sentiment analysis
techniques [25]. The sentiments over all entries in FC(S̄) can be
aggregated to form the final value of the above distributions.

Nevertheless, the content of the c-cluster is unknown and only
partial information is available via content samples from the sources.
Given this, combining the available source samples to extract a suf-
ficient view of the data in the cluster poses an important challenge.

2.2.3 Computing the Quality of Subsets of Sources
The third challenge is that one should be able to compute the

aforementioned quality metrics efficiently for any set of sources.
Computing the quality of every possible subset of sources in ad-



vance is obviously prohibitive. For certain cases [12, 29], one
can estimate the overall quality for any set of sources by building
offline quality profiles for each individual source and then com-
bining those during source selection to estimate the overall qual-
ity for an arbitrary set of sources. The high-level intuition be-
hind this approach is that all quality metrics are associated with
a probability distribution (i.e., a multinomial distribution for cov-
erage and accuracy and an empirical distribution for timeliness).
If the sources are assumed to be independent the corresponding
random variables are also independent, and hence, the probabili-
ties corresponding to the quality of a set of sources can be com-
puted efficiently using the decomposable disjunction formula. For
example, given two sources S1 and S2 with individual coverages
C(S1) = 0.6 and C(S2) = 0.7, the overall coverage of the in-
tegration result for S1 and S2 corresponds to the probability that
an item from C.O is either covered by S1 or covered by S2 and is
C(S1, S2) = 1− (1− 0.6)(1− 0.7) = 0.88.

In reality, sources are far from independent [5, 10, 28], as they
exhibit overlaps, copying relationships and/or may contradict each
other. These relationships make the quality random variables for
the sources dependent. Estimating the previous quality metrics in
the presence of dependencies poses a major challenge as it requires:
(i) extracting the source dependencies from available source sam-
ples and (ii) devising efficient techniques for computing the proba-
bility of the overall quality random variables during query evalua-
tion. This requires performing joint probabilistic inference over the
probability distributions corresponding to the different metrics.

Finally, the content of sources may be changing over time [29].
While there are cases where the quality of sources is stable over
time (e.g., New York Times is a highly accurate newspaper), there
might be cases where both the quality of sources and their content
focus may change significantly (e.g., a blog on consumer reports
may reduce its publishing rate and lose part of its credibility). Fur-
thermore, new sources may become available or existing sources
may disappear from the system. These changes give rise to a couple
of important challenges. The first one is that of updating the source
quality profiles and the learned source dependencies efficiently in
an online fashion. The second one is being able to identify how
the quality of sources changes if their updates are incorporated at
different frequencies and reason about the implications of this on
source selection [29].

2.2.4 Interactive Exploration
As mentioned above, users should be able to specify a certain

budget for their application as well as a collection of relevant qual-
ity metrics. The budget constraint can correspond either to a mon-
etary budget, limiting the amount of data that can be acquired, or
a budget on the number of sources that a source selection solution
should contain. The latter is particularly useful when a user wants
to verify the content of sources manually.

While budget constraints may be natural to users, it might be
hard for them to know in advance which of the quality metrics is
more important or what are the possible trade-offs among these
metrics due to the interdependencies between them. We expect that
not even expert users know the exact data quality requirements of a
task. Consider a political scientist analyzing newspaper articles to
forecast interesting events. Imposing a constraint that data sources
have zero delay at reporting certain events may reduce the coverage
of the integration result. Moreover, users may not know the feasi-
ble level of quality given their budget and the trade-offs between
the solutions that focus on maximizing the different quality metrics
in isolation. For example, selecting sources that are optimal for
accuracy may lead to low coverage.

Instead of optimizing the profit of integration with respect to
a single quality metric or adopting a predefined weighting across
metrics, source selection should be viewed as a multi-objective op-
timization problem with each quality metric being a separate ob-
jective. In multi-objective optimization there is usually no single
feasible solution that is the optimum for all the objective functions
simultaneously. Therefore, attention is paid only to the Pareto op-
timal solutions, i.e., solutions that cannot be improved in any of the
objectives without degrading at least one of the other objectives.
The set of Pareto optimal solutions is called the Pareto front.

The user should be able to explore the different solutions on the
Pareto front to identify which solution suits her task the best. As
a result, a major challenge for a data source management system
is to guide the user through the different source selection solutions
that satisfy the user’s budget and help her understand the trade-
off between the integration quality achieved by different solutions.
We argue that this is feasible only through an interactive process
where the user will be able to explore the feasible solution space
following suggestions of the data source management system. This
will enable users to understand the interdependencies between the
different quality metrics with respect to their integration task and
identify the particular solution that suits their application. The lat-
ter raises the following challenges: (i) how can a user explore the
solution space efficiently, (ii) how can a source management sys-
tem present the quality profile for a set of sources in a concise and
meaningful way, (iii) what are the right hints that the system should
present to the user to facilitate the exploration of the solution space,
(iv) how can the system take advantage of user feedback to guide
the user in her interactive exploration of the solution space.

3. A PROPOSED SYSTEM DESIGN
In this section we propose a preliminary design that aims to in-

stantiate the source analysis and query engine modules of the archi-
tecture proposed above and address the corresponding challenges.
As demonstrated, one of the major challenges is reasoning about
the content of sources focusing on diverse data domains. We pro-
pose using an ontology organized as a graph (e.g., Google’s Knowl-
edge Graph [31]) as a global relaxed schema for describing arbi-
trary data domains. Knowledge bases are examples of ontologies
and in the remainder of the paper we will use the term knowledge
base to refer to ontologies. A knowledge base acts as an infor-
mation repository that provides a means for information to be col-
lected, organized, shared, searched, and utilized. A knowledge base
can be viewed as a collection of facts (or instances) that describe
information about entities and their properties, and concepts that
describe information about entity types and their properties. Both
facts and concepts can be represented as nodes of the knowledge
base. Given a knowledge base, a context cluster (c-cluster) (e.g.,
“Sports in the USA”) can be described as a collection of concepts
and/or entities. Different sources may focus on different c-clusters.
For example, “The Economist” mentions data from the c-cluster of
“economy” but a Web table containing the populations of countries
across the globe corresponds to a different c-cluster. Notice that
both c-clusters can be represented using a collection of concepts
and/or entities from a knowledge base. Next, we describe how one
can build the source analysis module and the query engine module
(Figure 1) around a knowledge base.

3.1 Source Analysis Module
To reason about the content of different data sources and their

data quality we propose augmenting the knowledge base with a
correspondence graph. Specifically, the nodes in the correspon-
dence graph are either data sources (referred to as source nodes)
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or c-clusters of concepts and/or entities as dictated by the available
sources (called c-cluster nodes). The edges in the correspondence
graph connect each source node with c-cluster nodes and c-cluster
nodes with the corresponding concepts and entities in the knowl-
edge base. Each edge from a source to a c-cluster node is annotated
with a quality profile of that source for that specific c-cluster, and
each c-cluster node is associated with local information about the
dependencies of the data sources that are connected to it. An exam-
ple of a knowledge base and a correspondence graph is shown in
Figure 2. There are two c-cluster nodes, one corresponding to the
population of countries in Asia and one to sports in the USA.

We describe a preliminary approach for constructing the corre-
spondence graph. We propose a two step approach where we first
learn the latent c-cluster nodes and then compute the quality pro-
files and data source dependencies for each c-cluster node.
Step 1. The c-cluster nodes in the correspondence graph can be
viewed as a content-based clustering of the available data sources.
Furthermore, each of these nodes is associated with a collection of
concepts and/or instances of the knowledge base. The following
approach can be used to construct these nodes. Each source can
be viewed as a collection of entries, where each entry is a conjunc-
tion over concepts and/or instances. To obtain this representation,
we must annotate the content of each source with concept and in-
stance labels from the knowledge graph. Several techniques have
been proposed for obtaining these annotations [1, 24]. Once the
content of sources is represented as a collection of concept and in-
stance conjunctions, one can use a mixed membership model [6] to
describe how the content of sources is generated considering the
c-cluster nodes. Each source is modeled as a mixture over the c-
cluster nodes. The c-cluster nodes are shared across all sources but
the mixture proportions vary from source to source (they can also
be zero). Each c-cluster node describes a distribution over con-
cepts or events. We plan on building upon recent work on sparsity
inducing non-parametric latent variable learning techniques [13, 3].
Sparsity is necessary as each c-cluster node should contain only a
limited number of concepts and instances.
Step 2. After discovering the c-cluster nodes, we can compute the
quality of each source with respect to each c-cluster node it is con-

nected to. To do the latter, we need to collectively analyze the
content of all sources connected to a c-cluster node. We propose
following an approach similar to Rekatsinas et al. [29] where sam-
ples from all the sources are integrated into a single dataset forming
the content of the c-cluster and then each individual sample is com-
pared with the integrated data to compute the source quality.

Apart from the individual source quality profiles, we also need to
learn the quality dependencies across sources. Recall that the qual-
ity metrics presented in Section 2.2.2 can be expressed as probabil-
ity distributions. When sources are dependent, the random vari-
ables corresponding to their quality distributions are dependent.
These dependencies can be extracted from the available source sam-
ples. We conjecture that these dependencies can be represented us-
ing a factor graph [20], i.e., a particular type of graphical model
that enables efficient computation of marginal distributions, over
the source random variables. We plan to explore how structure
learning techniques from the statistical relational learning litera-
ture [15] can be used to solve this problem. These factor graphs
will also enable computing the quality of an arbitrary set of sources
via probabilistic inference. The latter is necessary for solving the
problem of source selection during query time as we describe next.

3.2 Query Engine
Queries in the context of a data source management system cor-

respond to descriptions of the user’s integration requirements. We
envision a system where queries are free-text descriptions contain-
ing references to multiple entities and concepts. Part of the query
will correspond to specifying an integration budget constraint either
in terms of the maximum amount of money to spend for acquiring
data or the maximum number of sources to be used for the task.
Finally, the user will have the capability of selecting which quality
metrics are relevant to her integration task. Given the user require-
ments as input the query engine should perform the following steps:
(i) analyze the description of the integration task and reason about
its semantic content by mapping concept or entity mentions to the
knowledge base, (ii) identify the relevant c-cluster nodes in the cor-
respondence graph and retrieve the sources that are relevant to the
user’s input, (iii) find Pareto optimal source selection solutions con-
sidering the quality and cost specifications of the user, (iv) present
these solutions to the user and allow the interactive exploration of
the retrieved results.
Semantic Analysis. The concepts or entities mentioned in the
query can vary significantly. Queries can also be ambiguous (e.g.,
Apple the company versus apple the fruit). To handle such cases a
data source management system should be able to reason about the
semantic content of user descriptions. Techniques from keyword
search over knowledge bases applied to lists [26] or web-tables [9]
can be extended to support these needs. Once the query concepts
and entities are retrieved, the query engine needs to identify the
relevant c-cluster nodes. Following the mixed membership model
described above, we can consider the query as a collection of con-
cepts and instances and find its mixture proportions with respect
to the c-cluster nodes in the correspondence graph. Inferring the
mixture proportions can be done using approaches similar to the
ones introduce by Blei et al. [6]. Once the mixture proportions are
known, we can identify the sources that are relevant to each of the
c-cluster nodes having a non-zero mixture proportion for the query
by traversing the correspondence graph. To identify the set of valu-
able sources for the given query we can solve the problem of source
selection [12, 29]. The benefit of integration can be described as a
linear combination of the integration quality of each individual c-
cluster node using the mixture proportions as weights.
Pareto Optimal Answers. Source selection identifies the optimal
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a potential solution to a user query.
set of sources to be used for a specific integration task by trying
to maximize the profit of integration with respect to any budget
constraints. As mentioned in the previous section, source selection
should be cast as a multi-objective optimization problem and the
query engine should be able to find the set of Pareto optimal so-
lutions. Discovering all the solutions on the Pareto front might be
expensive, thus, efficient approximation and exploration techniques
have been proposed in the optimization literature [34]. Moreover,
algorithms for computing the Pareto frontier of a finite set of alter-
natives have been studied in the skyline query literature [16, 21].
Interactive Exploration. We propose a two-level visualization ap-
proach for exploring solutions on the Pareto front. We argue that
the query engine system should return a ranked list with diverse
solutions on the Pareto frontier and mention the quality character-
istics for the selected set of sources, the number of sources and
the total integration cost. If the user selects to explore the content
of the solution the system will present a bubble chart with all the
sources in the solution. The dimensions of the bubble chart should
characterize the content of each source while the size of the bub-
ble should correspond to the actual size (with respect to number of
entries) of each source. We argue that the following dimensions
are necessary to describe each source: (i) the concept focus of the
source, i.e., number of different concepts mentioned in the source,
and (ii) the instance focus of the source, i.e., the number of different
instances mentioned in the source. If the user selects a specific bub-
ble from the bubble chart, details regarding the name and quality of
the sources should be presented to the user. This information can be
directly retrieved from the correspondence graph and does not need
to be computed during query time. An example of such a bubble
chart is shown in Figure 3. Finally, we envision a system that will
provide the user with the capability of exploring the neighborhood
of a solution from the initial list. This can be done either (i) by
removing sources from a running solution or (ii) by recommending
solutions in the Pareto frontier neighborhood of the running solu-
tion. These functionalities require reasoning about the distance of
solutions on the Pareto frontier introducing a new challenge.

4. SYSTEM DEMONSTRATION
Here, we describe a demo proposal for our data source manage-

ment prototype. The main focus of the data source management
system introduced before is to enable users to discover and explore
valuable sets of sources for diverse integration tasks. In this way,
the demo focuses on exposing these functionalities to the audience.
Set-up and Scenarios. The main idea for the demo is that the
audience will get direct access to a prototype of our data source
management system. We will provide access to our system via a
web-interface for this purpose. The data and the system will be
stored and running on a remote server, however, the audience will
have the opportunity to explore the internal source indexing mech-

anism of our system and issue source selection queries against it.
For the purpose of the demonstration we will focus on data ex-

tracted from the Global Database of Events, Languages and Tone
(GDELT) [22]. GDELT is a repository that monitors news me-
dia from all over the world and extracts geo-referenced records
that correspond to different events and interactions between di-
verse groups of people, international organizations, countries etc.
GDELT gets updated every day with new event extractions. This
repository is rather prominent amongst political scientists and data
mining scientists as they use it to find supporting evidence for new
theories and validate new techniques for forecasting events of in-
terest [30].

We believe that GDELT is the right fit to demonstrate the useful-
ness and practicality of our data source management system due to
the large number of data sources available, the available daily up-
dates and the heterogeneity that sources exhibit both with respect
to their content and their quality. In our recent work on source se-
lection [29], we studied a snapshot of GDELT over a period of one
month from January 2014 to February 2014 and have evaluated the
effectiveness of source selection. That snapshot contained 15,275
news sources providing 2,219,704 distinct events corresponding to
242 different locations and 236 different event concepts. We refer
the reader to Rekatsinas et al. [29] for a more detailed description
of the data set. For this demo we plan to use a recent larger snap-
shot of GDELT including all sources contained in the dataset. We
aim to enable daily updates in our data source management system.
Correspondence Graph Exploration. During the first part of the
demonstration, users will be able to explore the correspondence
graph part of our system. In particular, we will provide visual-
izations illustrating a fixed set of source nodes together with their
corresponding c-cluster nodes and quality summaries. Moreover,
the users will have the capability of selecting a specific c-cluster
node and see the different concepts and entities connected with it.
Source Selection Queries. For the second part of the demonstra-
tion, we will provide the users with a set of example queries they
can execute against our system. The users will have the opportu-
nity to explore the solutions for these queries using the techniques
introduced in Section 3.2. Our goal is for users to understand the
trade-offs between different quality metrics (including coverage,
timeliness and accuracy) of sources in GDELT. Users will also have
the opportunity to issue their own free-text queries.
Summary. Overall, the demo will allow users to: (i) understand
the internal source indexing mechanism (i.e., the correspondence
graph) of our prototype system, (ii) issue queries against it and
(iii) explore the corresponding source selection solutions via a web-
interface. Users will need to play the role of a political scientist and
use our system to discover the most valuable sources for their own
analysis applications.

5. RELATED WORK
Prior work mainly focuses on isolated aspects of data source

management, and to our knowledge, there has been no systematic
approach to developing a source management system over large
numbers of data sources. There is much work on schema map-
ping and semantic integration of different sources [8, 33, 18]. This
line of work focuses on the construction of a global schema or a
knowledge base describing the domain of the data sources, and its
final goal is not reasoning about the content and quality of sources.
Moreover, most of that work focuses on sources from a specific do-
main and does not present results for largely heterogeneous sources.
Web table search [8, 24, 9, 35, 14] is also closely related to data
source search. Most of the proposed techniques consider user queries



and return tables related to specific keywords present in the query.
However, the keyword-based techniques fail to capture the seman-
tics of natural language, i.e., the intentions of the users, and thus
they can only go as far as giving relevant hits. Using the knowledge
base as the entry point of data source search will enable us to clearly
capture the intentions of the user and return more useful results.
Further, extending data source search to recommend sets of sources
to be integrated and analyzed collectively, as we propose to do, is a
useful functionality in many domains (e.g., data driven journalism)
where users are not experts and want an efficient way of exploring
multiple data sources. Apart from Web table search, more generic
data search systems, such as Microsoft’s Power BI [2], have been
recently proposed. Nonetheless, such systems focus on facilitating
data integration and do not provide analysts with the functionality
to understand the quality of data sources and the trade-off between
different quality metrics. Finally, our work on source selection [12,
29] has considered problems where all sources follow a common
schema and focus on a single data domain.

6. CONCLUSIONS
In this paper, we presented our vision for a data source manage-

ment system that will enable users to discover the most valuable
sources for their applications. Given a user’s budget our system
also enables the interactive exploration of different sets of sources
allowing the user to truly understand the quality and cost trade-
off between different integration options. We discussed the major
challenges in building such a system such as, supporting diverse
integration tasks and multiple users, assessing the quality of data
sources and enabling the interactive exploration over different sets
of sources. We presented a preliminary design of such a system
addressing these challenges. We believe that it is the time for a new
type of data portals that will allow data scientists and analysts to
find the most valuable data sets for their tasks and limit the person-
hours spent in validating the quality of data.
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