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1. INTRODUCTION
This abstract proposes an approach for parallel traver-

sal of graph structured data that is stored in a relational
database management system (RDBMS). For applications
with a data size and workload that is suitable for a single
server system, an RDBMS may be a better option than a
specialized graph system [3]. An open challenge with us-
ing RDBMSs for graph data is how to support the recursive
operations that are commonly utilized for traversing graphs.

Prior work has explored graph queries in RDMBSs. One
proposal is to extend relational algebra with matrix oper-
ations that support graph queries [5]. While the perfor-
mance experiments show that these new relational algebra
operations allow graph queries to be processed in a reason-
able amount of time, the authors identify the use of parallel
processing for enhancing performance as an area for future
work. Another approach creates a system where a column-
store RDBMS and a graph processing system share a storage
engine and an enhanced query optimizer includes cost mod-
els for graph traversal query algorithms [4]. The approach
proposed in this abstract differs from previous work in two
main ways. First, it operates as an application on top of
the RDBMS, allowing an organization to use their choice
of RDMBS for the storage layer. Second, it employs paral-
lel programming techniques to fully utilize the multiple and
multithreaded processors available in modern computers.

2. GRAPH SCHEMA
In order to support a wide variety of graph applications,

we utilize a simple schema similar to that used by Face-
book’s Linkbench [1]. There are two database tables: one
for the nodes of the graph and one for the edges of the
graph. Each node and edge has an integer type code and
arbitrary properties. Instead of having an attribute for each
of the properties in a property graph, this schema has a sin-
gle property attribute that is a binary large object. It is the
responsibility of the application that uses this database to
translate node and edge logical types that are utilized by the
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application into the integers that are stored in the database,
and to interpret the binary large object property. For exam-
ple, based on the node type the application would select the
corresponding format for property binary data. The spe-
cific property data is extracted from the binary large object
based on the selected format using similar methods as are
used by RDBMSs for storing record data in binary form,
such as fixed length records or variable length records with
data pointers.

3. PARALLEL GRAPH TRAVERSAL
We propose a new approach for traversing graph data that

is stored in an RDBMS: move the recursion into a graph
search application that is placed between the user applica-
tion and the RDBMS. The graph search application uses
parallel programming techniques for improved performance
and uses simple queries to obtain data from the database.
For example, an existing algorithm for parallel breadth-first
search [2] is modified to obtain the list of neighboring nodes
through a simple (non-recursive) database query. The RDMBS
and the search application can be run on different servers in
order to expand the available computing resources.

Experiments will be conducted to compare this approach
for parallel graph traversal with the use of recursive queries
in an RDMBS and with specialized graph systems such as
Neo4j. Datasets that represent a variety of applications will
be used during testing to explore how the performance of
this approach for parallel graph traversal varies for different
types of graph data.
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