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DBMS Market (Revenue): $80B/year [Gartner]

source: https://blogs.gartner.com/merv-adrian/2022/04/16/
dbms-market-transformation-2021-the-big-picture/
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This Talk

1. Improve conceptual clarity by mapping the distributed OLTP landscape
2. Understand why fully distributed systems have not become standard
3. Discuss research opportunities to get there

Methodology:
• Distill 4 paradigmatic architectures (“archetypes”)
• Scalability of data access path: uniform/skewed reads/writes
• Elasticity: scaling compute and storage separately
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Archetype #1: Single-Writer
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examples: AWS Aurora, Azure SQL Hyperscale, Google AlloyDB

uniform reads uniform writes skewed reads skewed writes elasticity
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Archetype #2: Partitioned-Writer
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examples: System R*, CockroachDB, Spanner
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Archetype #3: Shared-Writer (Without Cache)
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examples: NAM-DB, Sherman
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Archetype #4: Shared-Writer With Coherent Caches (“Shared-Cache”)
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examples: Oracle RAC, ScaleStore

uniform reads uniform writes skewed reads skewed writes elasticity
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The Case For Shared-Cache

+ good scalability properties
+ supports arbitrary workloads (no user-defined partitioning)
+ supports arbitrary data structures (e.g., B-trees)
− difficult implementation, little research
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Research Challenges For Shared-Cache Architecture

• Cache coherence: ✓
• Altruistic eviction: ?
• Elasticity: ?
• Transactions (ACID):

• A+C: ✓
• I: ?
• D: ?

• HW/Cloud: emerging network
technologies (EFA, RDMA), cloud
services
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So, Is Scalable OLTP in the Cloud a Solved Problem?
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No, but there’s a path to getting there
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