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ABSTRACT
Decreasing VM start-up times and recent trends in serverless com-
puting on public clouds now allow users to spin up a dedicated
cluster for an SQL query, in contrast to the longstanding para-
digm of submitting queries to a fixed cluster. This new capability
places additional responsibility on the query planner, which now
must recommend the most cost-efficient cluster configuration for a
given query. While the space of potential cluster configurations is
immense, recent work has mostly focused on homogeneous clus-
ters that consist of only one instance type. We argue that to truly
leverage the flexibility of public clouds, we need to consider hetero-
geneous clusters consisting of multiple instance types. In this paper,
we present a framework to gauge the optimality of cluster config-
urations, an intuitive model showcasing how heterogeneity leads
to performance improvements for pipelined joins, and preliminary
experimental evidence supporting the model.

1 INTRODUCTION
While a large volume of work has focused on optimizing distributed
query execution on a fixed cluster configuration, we focus on the
emerging problem of optimizing the cluster configuration for a
particular query. This issue is gaining relevance as the fast VM
spin-up time on public clouds has made it practical to spin up a
dedicated cluster for each query instead of sharing a fixed cluster
among queries, which enables highly desirable performance and
security isolation amongst different data processing jobs. While
already viable for long-running queries prevalent in data pipelines,
new developments in micro-VMs promise to unlock this potential
even for interactive queries [3].

The performance and cost-efficiency of a distributed query en-
gine on any particular query could vary drastically depending on
the VM instance types on which it is executed. EMR, the hosted
Hadoop service offering SparkSQL and Trino on AWS, supports
more than 400 VM options. Instance types on cloud providers like
AWS belong to different classes, some optimized for compute with
a higher vCPU to memory ratio, while others are tailored for IO
performance. Figure 1 displays the computed cost per GB of mem-
ory and cost per Gbps of network bandwidth of different instance
types on AWS. There can be a 14.7x difference in dollar cost per
GB of RAM and a 61.7x (!) difference in dollar cost per Gbps of
bandwidth between instances. Even among the much smaller set of
instance types typically used for Spark or Trino clusters in practice,
we commonly observe 3x differences.
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Figure 1: Histograms of memory and bandwidth costs of
available instance types on AWS.

To the best of our knowledge, all current work on optimizing
the cluster configuration for query processing has focused on ho-
mogeneous clusters, where the distributed query engine executes
the entire query on a cluster consisting of a single instance type.
Of particular interest is recent work by Leis and Kuschewski that
proposes a mental model for optimizing instance type selection
based on the Pareto optimal frontier of the query’s total cost and
the total execution time [13].

While an important first step, we believe homogeneous clusters
do not fully exploit the resource flexibility offered on the public
cloud today. This work studies the optimal cluster configuration
problem for heterogeneous clusters, which might contain more than
one instance type. We make the following contributions:

• We propose a Pareto optimal framework for evaluating clus-
ter configurations in the context of heterogeneous clusters
based on iso-cost curves, instead of the iso-instance curves
proposed in [13].

• We apply the framework to left-deep join trees in pipelined
query engines and provide intuition on why heterogeneous
clusters are beneficial for cost efficiency.

• We evaluate heterogeneous clusters in a real pipelined query
engine, showing performance benefits over homogeneous
clusters on an example join.

2 WHAT IS OPTIMAL?
In this section, we propose a method to evaluate the optimality of
cluster configuration given a fixed query. Let us assume we have
a distributed query engine and a query we would like to execute
on some fixed input data. The distributed engine could be run
on a homogeneous cluster, consisting of one instance type, or a
heterogeneous cluster, with multiple different instance types.

The key question is: How do we know the cluster configura-
tion we picked is the best one?
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Figure 2: The model in [13] based on iso-instance curves.

2.1 Pareto Optimality
To answer this question, we expand on the framework developed
by Leis and Kuschewski [13], which only considered homogeneous
clusters. The framework considers a graph with the 𝑥-axis repre-
senting the total execution time of the query and the 𝑦-axis rep-
resenting the workload cost, as shown in Figure 2. Each point on
the plot corresponds to a cluster configuration: if we assume that,
given a cluster configuration, there is one way for the query engine
to execute the query, then each configuration has exactly one fixed
total completion time and workload cost.

The Pareto optimal frontier represents the lowest total workload
cost for a fixed completion time. We should aim to pick cluster
configurations that lie on this frontier. The Pareto frontier is pa-
rameterized by the query engine, the input data, and the query.
Enhancing the engine’s efficiency or simplifying the query shifts
the curve to the left and vice versa.

Leis and Kuschewski propose a model that predicts how the
total workload cost and completion time vary as a function of the
number of VMs in a homogeneous cluster for a specific instance
type. This approach results in an iso-instance curve in the graph
for each instance type. An iso-instance curve could intersect the
Pareto frontier at more than one point, as shown in Figure 2.

2.2 Iso-instance vs. Iso-cost Curves
If we consider heterogeneous clusters, there are a very large num-
ber of such curves to draw since the potential cluster configurations
grow exponentially with the number of different instance types
considered. An alternative approach is to consider cluster configura-
tions with the same cost per hour instead of the same instance type.
Cluster configurations with the same unit-cost can be described by
a straight line from the origin as shown in Figure 3, with the slope
equal to the cost per hour of the cluster configurations on that line.
We will refer to these lines as iso-cost curves (alternatively iso-cost
lines).

An iso-cost curve by itself is not tied to a specific query and
is purely based on available cluster configurations by the cloud
provider and instance costs. Given the query, the runtimes of the
cluster configurations described by the curve will map to a set
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Figure 3: Our proposed framework based on iso-cost curves.

of points on this curve. However, the Pareto frontier is tied to a
specific query, and it intersects these iso-cost curves at different
points for different queries. We will show some real examples of
iso-cost curves in Section 4.

An important benefit of thinking about cluster configurations in
terms of these iso-cost curves is that, unlike iso-instance curves, each
iso-cost curve intersects the Pareto frontier at exactly one point.
In other words, among all possible cluster configurations with a
particular cost per hour, there is only one cluster configuration that
is optimal for a particular query.

In a heterogeneous cluster, a single cluster configuration could
map to multiple points along the iso-cost curve if the query en-
gine explores different mapping strategies of the query onto the
processors, i.e. using different instance types for different stages1.
Therefore, the optimal point on an iso-cost curve corresponds to
the optimal mapping strategy of the optimal cluster configuration.

We can thus approach our key question using constrained opti-
mization: Among cluster configurations with the same cost
per hour, which is the most efficient for the given query
engine and query?

2.3 Heterogeneity = More Choice
We hypothesize that the optimal point along an iso-cost curve
is more likely to correspond to a heterogeneous cluster than a
homogeneous cluster. To see why, let us introduce some formalism
to describe a cluster configuration.

We assume our cluster is composed of instances from a set of 𝑁
instance types, described by length-𝑁 vectors c, cpu, mem, and
io. These vectors represent the per-hour cost, number of vCPUs,
available RAM, and network bandwidth of each instance type. The
cluster configuration can then be described by another vector n
denoting how many of each instance type is in the cluster.

If we assume that the runtime for the optimal mapping strategy
of a cluster configuration is a function 𝐻 of the cluster’s total
resources, then we arrive at the following constrained optimization
problem for the optimal configuration along an iso-cost curve:

1This observation applies to homogeneous clusters as well, though it is not considered
in [13].
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Figure 4: Optimizing 𝐻 over the constraint polytope. For
simplicity, the IO axis is ignored in the plot.

minimizen 𝐻 (cpu · n, io · n,mem · n)

subject to c · n = 𝐶
(1)

We define new variables for total resources, 𝑐𝑝𝑢 = cpu · n, and
similarly for𝑚𝑒𝑚 and 𝑖𝑜 . If we also define the set of all possible
combinations of these values given the total cost constraint to be
𝑃 , then we can rewrite Equation 1 in terms of total resources:

minimize
𝑐𝑝𝑢,𝑚𝑒𝑚, 𝑖𝑜

𝐻 (𝑐𝑝𝑢,𝑚𝑒𝑚, 𝑖𝑜)

subject to (𝑐𝑝𝑢,𝑚𝑒𝑚, 𝑖𝑜) ∈ 𝑃
(2)

The problem boils down to optimizing a potentially hard-to-
evaluate function 𝐻 over a constraint set 𝑃 , as shown in Figure 4.
We refer to the constraint set as the resource constraint polytope. The
benefit of using heterogeneous clusters lies in greatly expanding the
size of this polytope by leveraging the vastly different resource-per-
unit-cost characteristics of cloud instances. Note as shown in Figure
4, 𝐻 might not be continuous, but should be generally decreasing
with increasing resources.

This model can be extended to incorporate resource types other
than vCPU, IO, and total memory to account for different vCPU
types like Gravitron or AMD. The constraint polytopewould remain
linear if the amount of this new resource increases linearly with
the number of instances.

Figure 5 shows the significant resource flexibility achieved through
heterogeneous instances, specifically in terms of total vCPU and
RAM. The different colors represent constraint polytopes corre-
sponding to different total cluster costs. For instance, the purple
region in Figure 5 represents all possible combinations of total
vCPU and RAM achievable for both (a) heterogeneous clusters and
(b) homogeneous clusters with a total cost of $4/hour, using three
different instance types. Homogeneous clusters provide only three
choices, where the maximum number of instances available for
each type is selected within the cost constraint. In contrast, hetero-
geneous cluster configurations "connect" the vertices identified by
the homogeneous clusters with the same cost.

Importantly, instead of allowing the users to obtain more of
a particular resource type like total vCPUs for a particular price,

Figure 5: Available total resource combinations for fixed total
cost for a) heterogeneous clusters and b) homogeneous clus-
ters. Different colors correspond to different total cost per
hour from $.5 to $5/hour in increments of $0.5 from lower
left to upper right.

heterogeneity offers more fine-grained flexibility in terms of trade-
offs between different resource types.

3 WHY IS MORE CHOICE BENEFICIAL?
Increasing the space of potential total resource combinations does
not guarantee enhanced query performance. For example, if the
query engine is entirely CPU-bound on a query, the optimal cluster
configuration should consist solely of the instance type with the
lowest cost per vCPU per hour.

As illustrated in Figure 5, if the best performance is achieved
by maximizing one resource type, homogeneous clusters would
suffice. However, real query engines typically exhibit different re-
source demands when executing different parts of a query, which
makes the increased flexibility in navigating the total resource space
beneficial.

3.1 Query and Query Engine
To illustrate the potential benefits of this flexibility, we focus on
the query execution of multi-stage joins in pipelined query engines,
such as Snowflake, SingleStore, Trino, and DuckDB [6, 8, 12, 19].
These queries are ubiquitous in production data pipelines.

The query planner typically executes a multi-stage join with a
left-deep join tree as shown in Figure 6, which executes a series of
distributed hash joins in a pipeline. Typically, the largest table is
selected as a probe table, and the other tables serve as build tables.
The join is executed in two phases. In the build phase, build tables
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Figure 6: A left deep join tree.

R and S are read in parallel and hashed in memory with possible
disk spilling. In the probe phase, probe table T is read and joined
against the pre-built hash tables in a pipeline.

In a typical star-schema data warehouse, the build tables are a lot
smaller than the probe table, which leads to the probe phase being
the bottleneck. In this work, we will focus on the performance of the
probe phase. Consequently, our key question becomes very specific:
among cluster configurations on a fixed iso-cost curve, which
is the best for the probe phase pipeline in a multi-stage join?

3.2 A Concrete Example
We have seen that different cluster configurations allow us to navi-
gate within the resource constraint polytope to optimize𝐻 as given
in Equation 2. However, up until this point we have avoided spec-
ulating on the shape of 𝐻 . How do we relate the total amount of
resources to the runtime of the query?

For simplicity, let’s consider just a two-stage probe phase pipeline,
for example, this SQL query on the TPC-H dataset.

Listing 1: Example join query
1 SELECT sum(l_quantity) as sum_qty ,
2 sum(l_extendedprice) as sum_base_price ,
3 sum(l_discount) as sum_disc ,
4 sum(l_tax) as sum_tax ,
5 max(l_shipdate) as max_shipdate ,
6 max(l_commitdate) as max_commitdate ,
7 max(l_receiptdate) as max_receiptdate ,
8 sum(o_totalprice) as sum_charge ,
9 max(o_orderdate) as max_orderdate
10 FROM lineitem , orders
11 WHERE l_shipmode in ('SHIP', 'MAIL')
12 and l_orderkey = o_orderkey;

Assuming lineitem is the probe table, a pipelined query engine
like Trino would execute the probe phase pipeline as a sequence of
a scan stage followed by a join stage [12, 19]. Batches produced by
tasks in the scan stage can (and should) be consumed immediately
by tasks in the join stage to avoid materializing the intermediate
results as much as possible. The two stages effectively proceed
concurrently, sharing resources in the cluster.

To understand how the performance of these two stages varies
with the amount of vCPU, memory, and IO assigned to each stage,
we benchmark the performance of the scan stage and the join stage
independently. We assign various combinations of vCPU, memory,

Figure 7: Performance for A) scan stage B) join stage as a
function of assigned vCPU.

and IO resources to each stage, using the query shown in Listing 1
on TPC-H SF-100 with input in Parquet format stored on AWS S3.

We use an open-source distributed query engine Quokka in our
experiments [16]. Quokka’s architecture resembles that of Trino,
where tasks belonging to different stages in a pipeline are scheduled
to executors on different machines by a centralized scheduler. On
the TPC-H query benchmark, Quokka is able to achieve competitive
results with Trino and SparkSQL. We select Quokka because it
offers a simple interface to spin up heterogeneous clusters and it
allows us to assign different resources to different query stages, a
functionality missing in Trino or SparkSQL.

The benchmark results are shown in Figure 7. For the scan stage,
we find that on the instance types we selected, the workload is
entirely CPU-bound. While one might expect network bandwidth
to be the bottleneck, Quokka relies on open-source Parquet readers,
which cannot saturate the high available network bandwidth per
core. High-performance query engines like Clickhouse and DuckDB
have developed their own highly optimized Parquet readers to mit-
igate this issue [7, 18], but other query engines like SparkSQL and
Trino share this problem. In practice, we observe no performance
difference when using network-optimized AWS instances and reg-
ular instances on TPC-H-like workloads on Trino, SparkSQL, or
Quokka. In terms of memory, a fixed amount of memory is required
by the tasks to parse Parquet files. Additional memory does not
lead to a speedup.

The join stage’s performance is dominated by both the available
memory and the number of vCPUs. When there is not enough mem-
ory, Quokka has to spill the build side to disk, leading to substantial
performance degradation. For both disk-based and in-memory joins,
increasing the number of vCPUs results in increased performance.
Like other open-source query engines, Quokka does not support
graceful performance degradation.2 Once the necessary amount of
RAM is available to perform the in-memory join, additional RAM
does not improve performance. Similar to the scan stage, we did not
observe much impact on performance from the network bandwidth.

These results suggest that the shape of 𝐻 resembles the surface
in Figure 4: there is a qualitative shift in the shape of the function
when there is enough RAM to perform an in-memory join. This
analysis suggests a simple heuristic to select the optimal cluster
configuration:

• If the largest total memory in the constraint polytope is less
thanwhat is needed for an in-memory join, use themaximum

2Trinowould typically run out of memorywhile SparkSQL defaults to amore expensive
disk-based sort-merge join.
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Figure 9: Speedups achieved by using heterogeneous clusters
along the iso-cost curve with a unit cost of $4.8/hour. C8R4
denotes cluster configuration with eight c6gd.2xlarge and
four r6id.2xlarge.

number of vCPUs. Since the query is bottlenecked by one
resource (vCPU), heterogeneous clusters will not help.

• If the polytope contains configurations with enoughmemory
to perform an in-memory join, then use the configuration
that has exactly this much memory and as many vCPUs as
possible, since additional memory does not contribute to
higher performance. Heterogeneous clusters are helpful in
this case.

Figure 8 illustrates why heterogeneous clusters are useful in the
latter case.We have denoted the polytope in blue. Aswe have shown
before in Figure 5, homogeneous clusters only hit the vertices.
However, the most efficient total resource combination occurs on
the line that connects vertices B and C, which can be approached
more accurately with a heterogeneous cluster. To construct cluster
configurations that connect B and C, one simply has to combine the
instance types that would have made up the homogeneous clusters
at B and C and mix the two in different ratios.

R3

C6

vCPUs

R
A

M
 (G

B
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Figure 10: Illustration of the polytope depicted in Figure 8 for
r6id.2xlarge, m6id.2xlarge and c6gd.2xlarge instance types
with a total cost of around $1.8 an hour on demand. Valid
cluster configurations are shown by solid dots.

4 EXPERIMENTS
We take the query shown in Listing 1 and explore whether using
heterogeneous clusters can lead to real speedups in the pipelined
probe phase. We consider heterogeneous clusters consisting of only
two instance types, r6id.2xlarge and c6gd.2xlarge.

In this study, we do not consider different sizes of each instance
(i.e. 4xlarge, 8xlarge, etc.), as distributed database offerings typically
rely on a fixed instance size. The 2xlarge setting (8 vCPUs) appears
to be what Snowflake uses in practice [2] and what Databricks used
for the TPC-DS benchmark [1].

The hourly on-demand pricing for the r6id.2xlarge instance is
approximately double that of the c6gd.2xlarge instance. The two
have the same number of vCPUs while the former has 4x the RAM
per instance, which makes the former more cost-efficient for RAM
and the latter more cost-efficient for vCPUs.

We consider a cost budget of using eight r6id.2xlarge instances or
sixteen c6gd.2xlarge instances. We could trade off one r6id.2xlarge
instance for two c6gd.2xlarge instances in our cluster while main-
taining the same cost per hour, which in terms of total resources
amounts to moving on the line between points B and C in Figure 8.

Figure 9 shows the concrete performance tradeoffs made as we
explore heterogeneous cluster configurations that lie on that line.
We start from eight r6id.2xlarge instances (R8)—offering the most
RAM but the fewest CPUs—which allows us to do an in-memory
join with a total completion time of 27s.

As we use more c6gd.2xlarge instances in our cluster, we move to
configurations such as C8R4 (eight c6gd.2xlarge and four r6id.2xlarge
instances) and C6R5. These configurations have less RAM but still
enough to execute the hash join purely in memory. However, these
configurations have more CPUs, leading to a much faster total
runtime of 20s and 21s, amounting to a 35% speedup over the R8
configuration.

As we move purely to c6gd.2xlarge instances we have much less
RAMand cannot execute the join inmemory, which forces the query
engine to use disk-spilling and severely degrades performance,
leading to a runtime of 50s, more than two times slower than the
C8R4 configuration.
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Figure 11: Runtimes of cluster configurations in Figure 10 assuming a disk-spilling threshold of a) 120GB and b) 150GB. The
best performing cluster configuration is on the lower left.

The evaluation illustrated in Figure 9 uses the framework laid
out in Section 2, where we move along an iso-cost curve. We see
that the heterogeneous cluster configurations bring us closer to the
hypothetical Pareto optimal frontier to the lower left. Since we are
only exploring a very limited subspace of cluster configurations
on this iso-cost curve, we cannot definitively state that any of our
sampled configurations are “Pareto optimal”. However, we see that
the heterogeneous configurations C8R4 and C6R5 perform strictly
better than the homogeneous configurations R8 and C16.

4.1 A More Complex Example
We now consider a more complex example with three different in-
stance types, r6id.2xlarge, c6gd.2xlarge and m6id.2xlarge. For about
$1.8/hour, we can have a cluster of three r6id.2xlarge instances, or
four m6id.2xlarge instances or six c6gd.2xlarge instances. We con-
sider a more complicated join query involving three tables based
on TPC-H 3, shown in Listing 2:

Listing 2: Multi-stage join query
1 SELECT l_orderkey , o_orderdate , o_shippriority
2 sum(l_extendedprice * (1 - l_discount ))
3 as revenue ,
4 FROM customer , orders , lineitem
5 where c_custkey = o_custkey
6 and l_orderkey = o_orderkey
7 and o_orderdate < date '1995 -03 -15'
8 and l_shipdate > date '1995 -03 -15'
9 group by l_orderkey , o_orderdate , o_shippriority

In Figure 10 we show what the constraint polytope shown ab-
stractly in Figure 8 looks like for these three instance types. Besides

the homogenous cluster configurations, we also consider three het-
erogeneous cluster configurations: R2C2 (two r6id.2xlarge instances
and two c6gd.2xlarge instances), R1C4 and M2C3.

We consider two different RAM thresholds to force disk-spilling
of the joins at 120GB and 150GB. The performance of each cluster
configuration under these two settings is shown in Figure 11 along
the iso-cost curve with slope $1.8/hour. We mark what cluster
configurations are forced to disk-spill for the join in each case.

We briefly discuss how to interpret the results. For Figure 11a
where the threshold is 120GB, we can see in Figure 10 that R1C4,
the cluster configuration that performs the best, is directly above
the cutoff, meaning it has the most vCPUs out of all cluster config-
urations that do not have to disk spill.

However, for a threshold of 150GB, the analogous cluster config-
uration R2C2 is outperformed by both R1C4 and C6, which use disk
spilling. The query in Listing 2 is impacted by disk spilling less than
the query in Listing 1, and the extra vCPUs overcome the benefits
of avoiding disk spills. This example suggests that for some queries,
there is a need for more accurate performance modeling than our
simple heuristic to obtain the most CPUs without disk spilling.

Another observation is that cluster configurations involving the
m6id.2xlarge (M) instance type are not among the top-performing
configurations in either case—see Figure 10. Note that for any valid
cluster configuration that includes an M instance, we can find a
configuration consisting of only R and C instances by finding its
horizontal or vertical projection onto the line connecting R3 and C6.
Examples are shown for the cluster configuration M4 and M2C3,
which suggests that the m6id.2xlarge instance type is not as cost
effective as the r6id.2xlarge and c6gd.2xlarge instance types in
terms of RAM or CPU.
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5 RELATEDWORK
Optimal VM Selection. Previous research has focused on optimiz-
ing VM cluster selection for analytical workloads to balance cost
reduction with performance requirements [4, 5, 9, 13, 21]. These
systems vary in terms of the approach adopted to determine the
optimal configuration (e.g. using Bayesian Optimization [4, 9]),
the execution of this approach (i.e., online vs. offline modeling),
and the type of data integrated into the model (e.g. coarse-grained
instance-level information, low-level metrics, etc.). These frame-
works, however, ultimately consider only clusters of one specific
instance type.

Heterogeneous Clusters. FineQuery and Selecta also consider
heterogeneous hardware for SQL queries. However, their focus is
on different storage devices or CPU-GPU, not different VM instance
types [11, 20]. Previous works, like KAIROS and OptimusCloud,
have also explored optimizing heterogeneous cloud resources for
non-SQL workloads like machine learning inference and key-value
stores [14, 15]. A related body of work has also explored using
heterogeneous clusters to exploit model parallelism in deep learn-
ing, where different layers in a deep learning model have different
resource requirements [10, 17]. Our work draws inspiration from
the findings in these systems.

6 CONCLUSION AND VISION
In this work, we show that using different instance types in the
same cluster can speed up query execution. We introduce iso-cost
curves, which offer a simple method to reason about the optimality
of a cluster configuration when optimizing query runtime with con-
straints on overall resources. We demonstrate that the key benefit
of cluster heterogeneity is expanding the space of total resources
available, leading to concrete performance benefits for the probe
phase of a pipelined join. We note three promising directions to
pursue for future work:

Different mapping strategies. While this paper focused on op-
timizing different cluster configurations, pipelined query engines
support different ways to execute a query given a fixed set of in-
stances. 3 Being able to quickly decide on the strategy given a query,
a query engine, and a cluster configuration is far from trivial. Tech-
niques employed in prior work such as Selecta and FineQuery could
be applied to this problem [11, 20].

Model-guided cluster configuration optimization. This paper
presented a heuristic for a given query pattern based on perfor-
mance benchmarking. It is impractical for practitioners to bench-
mark every query they encounter. A solution could be extensive
offline benchmarking of different query execution stages coupled
with a fast online cost-function-guided search for a new query. We
believe this approach, pioneered by FlexFlow for deep learning
problems, holds great promise in making heterogeneous clusters
practical for real query workloads [10].

3Assume we have a single join stage following a scan stage and two worker machines
with two executor slots per machine. The engine could assign one executor slot per
machine to each stage, the default strategy used in experiments in this paper, or assign
one machine completely to each stage.

Virtual clusters. In cases where a cluster manager like Kubernetes
is used, the question then becomes how to properly configure the
resource requirements of different pods used in a data processing
job. The per unit resource cost of a pod is much harder to reason
about than VM on-demand pricing, as it may involve business costs
of preempting other jobs. Heterogeneity is still interesting, as e.g.
using a mix of high and low-memory pods for a job might be easier
to schedule than uniformly mid-memory pods.

Vision. With the rise of serverless computing, we envision a future
where each query is executed on its own dedicated ephemeral
cluster. This scenario is not only plausible, but also appealing due
to its performance and security isolation properties. In such a future,
where clusters of varying resource configurations can be quickly
ordered on demand, the query engine must be able to express a
preference on what this cluster should look like for each query.
Being able to leverage heterogeneous clusters is necessary to take
full advantage of the flexibility public clouds provide, and is a key
step towards this goal.
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